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How can we Remove the Barriers to Bayesian and Full
Information Estimation in Macroeconomic Modeling?

Maximum likelihood (MLE) and Bayesian estimation are better in
many ways (e�ciency, distributional inference etc.)
There are two main barriers to Bayesian and MLE estimation:

1 Bayesian/MLE estimation doesn't work withhinsert favorite solution
method herei

2 For the methods that are amenable, traditional Bayesian estimation
techniques are slow to converge and inaccurate

I will introduce an approach that will help address both issues for
Bayesian and MLE estimation
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Solution Methods: A Brief Review

Solution methods concern itself with solving for the correct policy
function given parameters, estimation concerns itself with �nding
the set of parameters that when solved generate realistic data

Projection: Uses a function approximator for control variables such
that the policy function satis�es all the �rst order conditions of the
structural model
Perturbation: Uses a Taylor series approximation around the steady
state to estimate a model.

Perturbation is the only method that yields a complementary
likelihood function when estimated. As such it is the only solution
approach conventional methods can Bayesian and MLE estimate

Value Function Iteration: Generates estimates to the value
function by using dynamic programming to iterate on the Bellman
equation
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Large Literature Attempting to Estimate Non-smooth
Dynamic Models

Large literature solving non-smooth dynamic models
s-S Models: Arrow et. al. 1951, Caplin and Spulber, 1987, Bertola
and Caballero 1990, House and Leahy 2004, Caplin and Leahy 2006,
Kahn and Thomas 2008, etc
Structural Finance : He, Whited, and Guo 2021, Terry, Whited, and
Zakolyukina, 2021, Taylor 2012, Whited and Guo 2006 etc.

There is di�culty in building e�cient estimation methods for these
models, especially with a latent time component like macro models:

Method of Simulated Moments : McFadden 1989, Pakes and
Pollard 1989, Du�e and Singleton 1990, etc.
E�cient MSM, Indirect Inference, and Maximum Simulated
Likelihood: Smith Jr 1993, Gourierou, Monfort, and Renault 1993,
Kristensen and Shin 2012, Lerman and Manski 1981, etc.
Machine Learning : Kaji, Manresa, and Pouliot 2020
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What Good Posteriors Should Look Like:
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What We Do Currently:



A Solution to Both Problems
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Sequential Neural Posterior Estimation

This paper advances an simulation-based approach from the deep
learning literature, Sequential Neural Posterior Estimation (SNPE)
that address both these barriers

Because this is a simulation based approach, can be used with any
solution method even ones that don't generate likelihood functions
This approach also yields better posteriors faster than traditional
Bayesian MCMC

Outside of macro (IO, Applied Theory, Econometrics) this algorithm
can estimate models with intractable likelihoods even with a latent
state space time series structure
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Bayes Rule

Bayes Rule:

P(� jX ) =
P(X j� )P(� )

P(X )
(1)

� are parameters,P(� ) prior, X data, P(X j� ) likelihood, P(� jX )
posterior
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Sequential Neural Posterior Estimation: The Approach

SNPE shares similarities with Kristensen and Shin (2012)

1 Sample� � P(� )

2 SampleX 0 � P(X 0j� ) to generate (X 0; � ) pairs

3 Use akernel normalizing ow density estimator for the conditional
densityP(� jX 0)

4 Then P(� jX 0 = X) is the posterior
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The Normalizing Flow Density Estimator

Unlike the kernel density estimator Kristensen and Shin (2012) use:
A normalizing ow neural network density estimator can handle high
dimensional data like data simulated from macro models, and...
It can estimate conditional densities

Unlike K & S, this allows us to estimate macroeconomic models the
right way in a MLE and Bayesian fashion

Since this presentation is short, I will not discuss ows

Hopefully this presentation can convince you that ows are powerful
models and I'm happy to provide resources
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Models

Models SNPE MCMC K&S/GAN Research Scale
RBC Model: 3 3 � 7
Cash Flow Model: 3 7 � 7
Lucas Tree Model: 3 7 � 7
SW 2007 Model: 3 3 � 3
HANK Model: 3 � � 3
Bequests Model: 3 7 � 3
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Case 1: Smets Wouters Model

A New Keynesian model with Calvo price adjustment largely based
on Christiano, Eichenbaum and Evans (2005)

36 parameters all estimated in a Bayesian fashion

7 observed variables and 7 autoregressive shocks

Contains a exible model economy to calculate potential GDP along
with a sticky price economy
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Smets-Wouters SNPE after 500K iterations: Params 1-12
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Smets-Wouters SNPE after 500K iterations: Params 12-24
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Smets-Wouters SNPE after 500K iterations: Params 24-36
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Smets-Wouters MCMC after 10M iterations: Params 1-12
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Case 2: Bequests Value Function Iteration Model

This is a bequests model where there are two assets, liquid and
illiquid assets

Liquid assets can be used in consumption, illiquid asset decays over
time but provides a ow bene�t

Kink in the policy function where one switches from liquid to illiquid
assets

Solved via value function iteration
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11 Parameter Value Function Iteration Model
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