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I. Introduction

The estimation of structural models on networks/graphs is a less developed field compared to the

dynamic estimation of non-network structural models. Current methods are specialized and cannot

be applied to general structural models. A general-purpose structural graph/network estimation

procedure would be helpful in the same way Method of Simulated Moments (MSM) (McFadden,

1989) opened up macroeconomic modeling and other fields. Estimating parameters of a structural

model on a single network/graph is difficult because the nodes are not iid and the graph does not

typically produce a tractable likelihood function. Despite these challenges, I use a machine learning

technique, Sequential Neural Posterior Estimation (SNPE), which can estimate the parameters of

a structural model with data from a single (potentially large) network in a full information or

Bayesian manner.

To make the problem concrete, I’m defining a simple structural model based on Bramoullé et al.

(2012). Take a graph/network of papers as nodes and citations as edges. Edges form in one of

two ways: Either a paper randomly cites another paper with probability ω, or a paper that has

cited a second paper, cites a third paper which the second paper also cited, with probability ψ.

Geometrically, one can imagine this second connection as the ”closing” of a triangle. More details

of this model are discussed later.

The objective of this structural network estimation problem is to figure out the values of ω and

ψ given a real network. The challenges of this problem are: 1) it is intractable to calculate the

likelihood that a model generated the given real graph and 2) a collection of subgraphs constructed

by taking sections or sampling in some manner from the whole graph generally do not share the

same properties as one another or the entire graph. 1) implies that likelihood methods will not

work and 2) implies that other simulation-based likelihood-free methods like Method of Moments

(McFadden, 1989) are unworkable as well. However, SNPE neither requires a likelihood function

nor iid subgraphs and can resolve this issue. One thing you can do with this, and most structural

models, is simulate. For example, one calibrates parameters, ω and ψ, and then one forms edges

based on the parameter values. Now one has simulated a network/graph from the structural model.
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As long as one can do that and the structural model puts support on the true network, there is a

good chance SNPE will be able to estimate. SNPE is fundamentally a Bayesian algorithm but to

perform maximum likelihood, one can use flat priors and take the posterior mode. See Section II.D.

for proofs and general properties of SNPE, and Section II.E. for why they generally don’t hold in

the network/graph regime. The section below, Section II. discusses methodology in more detail.

Many papers have implemented structural models of graphs/networks, but due to a lack of

estimation tools, do not perform full estimation on real data (Calvo-Armengol and Jackson, 2004),

(Carvalho and Voigtländer, 2014), (Calvó-Armengol and Jackson, 2007). Because conventional

estimation techniques are generally ad-hoc or only work for data with multiple graphs/networks,

many papers choose not to estimate their models on data and only report theoretical properties of

their models (Jackson and Wolinsky, 1996), (Gilles, Johnson et al., 2000), (Furusawa and Konishi,

2007). As far as I know, there are no good alternatives for estimating general structural models

of graphs/networks. One can design particular “reduced-form” or statistical models constructed

to yield tractable likelihoods. The Exponential Random Graph Model (ERGM) (Robins et al.,

2007) is one such statistical approach. The downside of this approach is that the model parameters

have no meaning and just determine the shape of the exponential family distribution. In contrast,

for example, ω corresponds to the probability a citation is formed randomly in the Bramoullé

et al. (2012) model. My approach resolves this issue, allowing general structural models in the

vein of Bramoullé et al. (2012) to be estimated, even if the structural model yields no closed-

form likelihood function. Additionally, SNPE is a full information estimation algorithm unlike, for

example, Banerjee et al. (2013).

The next section, Section II., discusses the SNPE simulation-based likelihood method. It also

discusses the mixture of Gaussian density estimator used in SNPE and the Graph Convolutional

Neural Networks (GCNN), where a neural network converts a graph into a set of statistics so that

the density estimator can be conditioned on. The results section, Section III., applies the estima-

tion routine on three different networks, demonstrating the ability of the algorithm to recover the

calibrated parameters of these models. The empirical section, Section IV., applies the algorithm to

the Bramoullé et al. (2012) structural model on the Karate Club dataset (Zachary, 1977), extending
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the original paper by applying both the novel estimation technique and using a real-world empirical

dataset.

II. Methods

I will present an overview of a simulation-based estimation approach, Sequential Neural Pos-

terior Estimation (SNPE). This section will contain an exposition of the general technique, the

Conditional Mixture of Gaussians (CMoG) density estimator used to make SNPE work, and the

Graph Convolutional Neural Network (GCNN) that converts graph data into numerical data, which

a CMoG can be conditioned on.

II.A. Background on Sequential Neural Posterior Estimation (SNPE)

This section will focus on the novel extensions of SNPE used in this paper and a rough back-

ground on SNPE methods described in more detail in Fen (2022). First I will start with an overview

of Bayesian statistics.

Bayesian estimation, like in SNPE, is concerned with recovering a posterior distribution. Given

a prior belief: P (θ) and new information Y created via a joint relationship with θ, Bayes’ rule

describes the optimal updating rule for the posterior belief of θ, P (θ|Y ):

P (θ|Y ) =
P (Y |θ)P (θ)

P (Y )

θ and Y could and generally are multi-dimensional. The baseline algorithm used for Bayesian

inference is Markov Chain Monte Carlo (MCMC), but newer techniques like variational inference

(Blei, Kucukelbir and McAuliffe, 2017) and SNPE, the technique applied in this paper, have ad-

vantages.

SNPE is a Bayesian simulation-based algorithm that can recover the posterior distribution of

the parameters without likelihood function evaluations. As mentioned in the Introduction, Section
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I., SNPE works by sampling from the prior parameters space, θi ∼ P (θ)1, and then a graph, Yi,

conditional on the first round prior samples, Yi ∼ P (Y |θi). Then using samples Y, θ ∼ P (Y, θ) =

P (Y |θ)P (θ), one can estimate a machine learning conditional density estimator Pϕ(θ|Y ). This will

be the CMoG discussed in Section II.B.. Conditioning Y on the true graph data Y ′ gives the

posterior, Pϕ(θ|Y = Y ′). Note how the likelihood function, P (Y |θ), is sampled from, but never

evaluated, which is essential for estimation on graph/network data.

The most important step is the estimation of the density P (θ|Y ) from joint samples Y, θ. Baseline

density estimation methods like kernel density estimation (KDE) in the related simulation-based

MLE algorithm proposed by Kristensen and Shin (2012) are not up to the task. KDEs can’t handle

conditional densities, end-to-end estimation with a GCNN (discussed in Section II.C.), and more

than a couple of posterior dimensions in θ. SNPE uses a series of different deep-learning-based

density estimators, that can overcome these issues. The most common SNPE density estimators

with other datasets are the normalizing flow or the GAN. These are discussed more comprehensively

in Fen (2022) –Section III.C–and sections following it. However, the CMoG density estimator is

more suited to models with fewer parameters like structural models of networks/graphs and so that

will be the focus of this paper.

II.B. The Density Estimators: Conditional Mixture of Gausians (CMoG)

This section is a exposition of the CMoG. Given data simulated from the joint distribution of

data and parameters: Yi, θi ∼ P (Y, θ) = P (Y |θ)P (θ), SNPE uses a density estimator like the CMoG

to learn the posterior, P (θ|Y ). When Y is conditioned on Y ′, one gets the posterior, P (θ|Y = Y ′).

Any density estimator, not just the CMoG, takes samples and attempts to recover the probability

density function that generates those samples.

The CMoG approach is a powerful tool for density estimation in low to medium-dimensional

spaces, and in the context of simulation-based Bayesian inference, can enable the estimation of

conditional posteriors. As outlined in Bishop (1994), a mixture of Gaussians (first unconditional)

is a linear combination of n Gaussian distributions, each with its own mean, µi; covariance, Σi; and

1. In the Bramoullé et al. (2012) model, θ would stand in for both ω and ψ
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probability weight, πi. The probability density function (pdf) of a (multivariate) point, θ, under

this mixture can be calculated using the equation:

P (θ) =

n∑
i

πi ∗N(θ;µi,Σi)

Here N(θ;µi,Σi) indicates the probability of θ under the ith multivariate normal with mean

µi and covariance Σi. Here is an image illustrating the structure of an unconditional mixture of

Guassians in one dimension:

Figure I: A Picture Describing How a Mixture of Gaussians Performs Density
Estimation

Note that this picture shows how to stack arbitrarily small Gaussians to fit a pdf as well as

necassary. To perform conditional density estimation (as opposed to unconditional density estima-

tion), a neural network is used to model the conditional relationship between the parameters θ and

the data Y . The neural network takes Y as input and returns the parameters for the CMoG, includ-

ing the weights, means, and covariances for each Gaussian component. In this case the posterior

conditional density P (θ|Y ) can be represented by this equation:

(1) P (θ|Y ) =

n∑
i

πi(Y ) ∗Ni(θ;µi(Y ),Σi(Y ))

Using a neural network as a conditional functional approximator provides flexible and adaptable

density estimates. Changes in the input data Y can result in changes to the CMoG, allowing the

model to change distributions depending on the values of the conditioning data. Ultimately the
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CMoG can be optimized via MLE to fit the conditional density given by a set of samples, {θi, Yi}Ii .

This approach estimates accurate conditional posteriors, even in relatively high-dimensional spaces,

and is a useful tool in simulation-based inference.

Given any set of data, Y , a neural network can learn the CMoG parameters by mapping Y to the

CMoG parameters - πi(Y ), µi(Y ), and Σi(Y ). However, if Y is a graph/network, more specialized

models like GCNN should be used to convert a graph/network to the parameters of the CMoG. I

will now discuss how a GCNN works.

II.C. Graph Convolution Neural Network (GCNN)

A GCNNs (Kipf and Welling, 2016) is necessary to transform graph/network data into numerical

statistics or parameter values (πi(.), µi(.), and Σi(.)) for the mixture of Gaussians. This section

will discuss the foundation behind GCNNs. Other embeddings like the FEATHER embedding can

also work and are discussed in Appendix A. along with its advantages and disadvantages.

Starting on a basic level, the most basic type of neural network is the Feed-Forward neural

network which is composed of multiple layers of interconnected nodes. Each layer takes the output

of the previous layer and maps it to a new set of outputs. The basic unit of a Feed-Forward Neural

Network is the layer, which is defined by the equation:

(2) yj = σ(Aiyi +Bi)

Here, yi and yj represent the input and output of the layer, respectively, both of which are

vectors. The matrix Ai maps the input, yi, to the output, yj , and Bi is a vector intercept term.

Thus, the equation is a vector regression. The function σ is a nonlinearity that adds flexibility to

the network, allowing it to learn complex relationships between inputs and outputs. A popular

choice of nonlinearity is the Rectified Linear Unit (ReLU) shown in Figure II, which works well in

many applications (Agarap, 2018).
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Figure II: ReLU Activation Function: Often Used in Neural Networks to Provide
Non-Linearity

The idea behind a Feed-Forward neural network is to compose many copies of Equation (2), one

on top of another. Thus given an input yi, the first equation produces yj , then yj is an input to the

next layer which is also a vectored-valued equation: yk = σ(Ajyj + Bj), with different parameter

values for Aj and Bj compared to Ai and Bi. One can continue composing additional layers on top

of output yj . If a neural network does not have nonlinearities, regardless of how many layers you

have, it can only learn linear relationships. If neural networks have fairly generic nonlinearities,

then, as parameter count increases, they can learn any continuous function (Hornik, Stinchcombe

and White, 1989). Additionally, one can increase the dimensionality of the intermediate vector yj ,

as its elements aren’t constrained by the dimension of the input or output. Adding additional layers

or increasing the dimensionality of intermediate layers increases the parameter count and neural

network flexiblibility.

While a feed-forward neural network can be used to process many types of inputs, including

graphs, it does not take into account the graph structure. The edge relationship between some nodes

and not others can be exploited to improve the accuracy and information conveyed. This is where

GCNNs come in. Nodes more closely connected via edges should effect each other more directly

than nodes that are more distantly or not connected via edges. GCNN uses a convolution operation,

similar to that used in image processing, to extract features from the graph2. A convolutional neural

network modified to work with graph/network data accounts for graph/network topology and the

features of individual nodes and edges when making predictions (Wu et al., 2020).

GCNNs have shown great potential in working with graph data, and their architecture is specifi-

2. See for instance: O’Shea and Nash (2015) for a tutorial on convolutional neural networks for image processing.
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cally designed for this purpose. Typically, GCNNs define an adjacency matrix, denoted by A, which

characterizes the edges between nodes in a graph. This matrix is often normalized by dividing by

the degree matrix, a n by n matrix whose diagonal contains the degree of each of the n nodes3.

The resulting normalized Laplacian matrix, as it’s called, is denoted by A∗. In GCNNs, the input

of a given layer, yi, which can contain a vector of node characteristics, is fed into a GCNN Layer.

This layer is defined as yj = σ(WiyiA
∗ + Bi), where Wi and Bi are learnable parameter matrices

(vectors), and σ is a nonlinearity, all of which are the same as the feedforward case. The difference

is that A∗, which denotes edge and degree relationships, allows only nodes connected via edges

to affect one another. If one adds additional layers, the connections start by aggregating node

characteristics via neighbors, then with a second layer, neighbors of neighbors, and with a third,

neighbors of neighbors of neighbors, and so on. Thus output yj is something like a sum of the

effect on nearby nodes with the node in question times parameter values Wi and Bi. By using the

normalized (or unnormalized) Laplacian, GCNNs extend the feed-forward neural network architec-

ture to a structure that fits the structure of graph/network, even before estimating the parameter

values. This inductive bias allows GCNNs to efficiently match data generating processes of and on

networks.

Combining the SNPE algorithm with a GCNN, X = G(Y ), leads to an algorithm that can

estimate structural models on graphs like the below Algorithm 1

3.More specifically, with A being the adjacency matrix, D being the degree matrix, and I being the identity
matrix, the normalized Laplacian, L̃ is: L̃ = I −D−1/2AD−1/2
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Algorithm 1: SNPE Algorithm

Input: Simulator P (Y |θ), prior P (θ), data Y ′, graph statistics X, Graph embedding

method, G(.), flow fϕ(θ|G(Y )), Rounds R, Samples S;

Initialize: Posterior P (0) = P (θ), data set D = {};

for i← 1 to R do

Sample θ(n) ∼ P (i−1) for n = 1...S with Monte Carlo;

Simulate Y (n) ∼ P (Y |θ(n)) for n = 1...S;

Concatenate data D = D ∪ {Y (n), θ(n)}Sn=1;

while fϕ(θ|X = G(Y ′)) not converged do

Sample {Y (i), θ(i)}Bi ∼ D from D;

Train fϕ(θ|X = G(Y ))
p(i−1)

p(θ)
on {Y (i), θ(i)}Bi ;

end

Update posterior p(i) = fϕ(θ|X = G(Y ′));

end

II.D. General Properties of SNPE and Embeddings

This section will prove that SNPE will converge to the Bayesian posterior given enough data

and a density estimator that has a parametrization that can reproduce the posterior. These results

won’t quite hold for graph data (discussed below in Section II.E.), but give an intuition why this

algorithm can be effective in the graph/network regime.

Statement 1: Given samples Yn, θn ∼ P (Y, θ) = P (Y |θ)P (θ), as n goes to infinity, a density

estimator, fϕ(θ|G(Y )), constructed in the manner described in algorithm 1, will converge to the

true posterior as long as the posterior is in the support of the density estimator.

Proof: See proof of Proposition 1 in Papamakarios and Murray (2016) and note that, in this case,

the density estimator is a probability density that is reweighted via importance sampling by
p(i−1)

p(θ)
.

So fϕ(θ|G(Y )) will not be proportional but converge exactly to the posterior.
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Statement 2: A (conditional) mixture of Gaussians, with enough Gaussian components will con-

verge to any continuous distribution in the L2 norm.

Proof: See, for example, Calcaterra and Boldt (2008) among many sources.

II.E. Limitations of Network-based Embedding Methods

This section discusses the main weakness of GCNNs, related techniques like graph transformers

(Yun et al., 2019), and fixed graph embedding methods like FEATHER in Appendix A.

The results in Fen (2022) and partially stated above in II.D., borrowed from Papamakarios

and Murray (2016), Huang et al. (2018), Goodfellow et al. (2014), and Bishop (1994) demonstrate

that many machine learning density algorithms in conjunction with the SNPE algorithm should be

universal approximator of probability distributions. That is, using a large enough model as a density

estimator can arbitrarily closely approximate any continuous probability distribution (Huang et al.,

2018), Calcaterra and Boldt (2008). However, this result no longer holds with graph data. GCNNs,

graph attention transformers (Veličković et al., 2017), and related fixed embedding methods like

FEATHER cannot distinguish between certain graphs that are non-isomorphic (Xu et al., 2018).

Thus, they are not universal approximators.

Although the result of universal approximation no longer holds, GCNNs are a powerful model

with useful inductive biases for embedding graphs. While the results in Papamakarios and Murray

(2016) suggest that SNPE converges to the Bayesian posterior, the assumption that the conditioning

variable captures all variability in the data is not met with GCNNs (or the FEATHER algorithm).

Another issue is that since networks are discrete objects, G(Y ), will be discrete too. However,

to ensure G puts support on the true data, I add noise to the graph embedding, smoothing out the

values. Another minor issue is saving graph data is generally quadratic in memory as a function

of nodes, which means that if memory becomes a constraint one may be forced to use a fixed

embedding like FEATHER. For more information see Appendix A.
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Despite the lack of guarantees, these approaches are specifically tailored toward graphs and

improve performance over other methods. This situation is analogous to proof regarding the efficacy

of value function iteration which holds in the abstract but often no longer holds when using a tabular

solution algorithm.

III. Results

This section demonstrates the efficacy of SNPE in recovering the calibrated parameters that

generated a network/graph from a structural model. To the best of my knowledge, there are

no algorithms that can estimate the parameters of general-purpose structural models on a single

graph/network. If you build your model exactly right, for example, the Exponential Random Graph

Model (ERGM) (Robins et al., 2007), perhaps you can derive a likelihood function. If you have iid

graphs, you can use the Method of Moments. However, if you have neither of these things – the

vast majority of graphs/networks – you likely cannot perform the rigorous estimation. Because of

the lack of alternatives, I don’t have a baseline model with which to compare my algorithm.

Additionally, I have found it difficult to reproduce the results of models like stochastic block

models (Holland, Laskey and Leinhardt, 1983) or ERGMs using my algorithm. This has to be

investigated further.

However concerning other models, to verify estimation works, I calibrate a given structural

model with some parameter values. I then generate one graph/network simulated from this model

at those parameters. Using this as my ground truth data, I hope my estimation technique can

identify the parameters that generated the ground truth network/graph via SNPE.

I show how one can estimate parameters from the Newman-Watts-Strogatz graph (Newman

and Watts, 1999), a widely-used network model. The algorithm is then tested on the Power-Law

Cluster (Holme and Kim, 2002) and Relaxed Caveman graphs (Fortunato, 2010). These networks

are used to model things like clustering behavior, power law dynamics, and degrees of separation,

which have economic uses like modeling production networks, urban/suburban connectivity, and

social networks. Finally, I perform an empirical exercise estimating the Bramoullé et al. (2012)
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structural model on the Karate Club (Zachary, 1977) network.

These models are well-known and can easily generate simulated networks via the NetworkX4

python package, making verification easier to execute. While these models are somewhat toy, as

the literature generally lacks methods for estimation of structural models of graphs/networks, most

models often have 2 or 3 parameters to help with intuition rather than the ability to fit the data. For

example, Newman and Watts (1999) models the famous idea that any two people are separated by

at most 6 degrees and shows in their structural network that the degree of separation is a function

of three independent variables. From what I can tell, this is not quite an estimation, but using

theoretical tools to learn the properties of these graphs. It seems to me that because estimation

is so difficult, most papers focus on understanding the properties of a given graph which is easier

with fewer parameter.

Estimating structural network/graph models on real-world data requires the structural model

to put non-zero support on the empirical graph data set. Because in reality, the graph/network data

will generally be misspecified, the structural model should put non-zero support on all graphs/networks,

perhaps winnowing down to all graphs/networks with the same number of nodes. Many structural

network models do not put support on every network/grahs with a given number of nodes. Because

of this, they can only be tested via simulation and not on networks/graphs from the real world.

Aside from my empirical exercise which does construct a structural model that puts support on all

networks/graphs of n nodes, I use simulated data to test my approach.

In the simulated data approach, I first calibrate the parameters of the structural model to be

some values. I then generate a single network/graph from this structural model and use this as

the ground truth data. Using the SNPE algorithm, I try to recover the calibrated parameters. All

priors are uniform so as not to bias the algorithm towards the correct solution.

In the diagrams in the next few sections (like Figures III, IV, V) the blue lines along the diagonal

plots indicate the posterior derived from SNPE. The red line indicates the true parameter value,

the y-axis is probability mass, and the x-axis contains the prior range for the parameter. The heat

maps indicate two-way probability density based on the parameter on the row and the column

4. https://networkx.org/
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further confirming the accuracy of the parameter estimation. In these charts, high probability

mass is indicated by colors moving from dark blue to green to yellow, while the red dot is the true

parameter value.

The following charts demonstrate that the estimated posterior often concentrates around the true

parameter values, or at least has a posterior mode in a reasonably close location. These findings

show the proposed algorithm can be applied to a wide range of network models and effectively

recover the underlying structural parameters.

III.A. Newman-Watts-Strogatz Small World Graph

The focus of this section is to discuss the results obtained for the small-world graph, as pro-

posed by Newman and Watts (1999). That paper builds off the Watts and Strogatz (1998) model.

Watts and Strogatz (1998) extends the Erdos and Renyi (1959) random graph/network, where all

nodes form edges with a constant random probability. Unlike real-world graphs/networks or social

networks, in a random graph/network, nodes are relatively indistinguishable from one another.

However, in the real world, being friendships, or more relevant, production networks or urban

economies, some nodes are hubs with high edge degrees, some are spokes, and some are sparely

connected. The Watts and Strogatz (1998) paper attempts to study the maximum number of edges

to connect two nodes, using a structure resembling the real world hub and spoke system over the

less realistic Erdos and Renyi (1959) random graph. In this setting, they test the idea of at most

six degrees of separation between any two nodes. The Newman and Watts (1999) model modified

the original model to allow for certain theoretical results on the degree of separation.

The Newman and Watts (1999) model has two parameters, namely, k and p. In this model, the

number of nodes is arranged in a ring, and each node is connected to the k nearest neighbors in

the ring. For each edge, there is a probability, p, that the first node, u, of an edge connecting u

with v, will form a new edge with a random node, w. The Watts and Strogatz (1998) model then

removes the edge u, v. In the original Watts and Strogatz (1998) sense, this helps to interpolate

between the ring structure and a random graph, with p as the interpolation knob. If p is zero, you

get a ring where each node is a hub to k nearest neighbors. If p is 100 %, then each of the k edges
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are randomly rewired with another node, like in a random graph. Intermediate p allows the graph

to form a hub and spoke system, where some nodes are hubs with more than k edges, and some are

periphery nodes. In contrast, Newman and Watts (1999) does not remove any edges in the ring but

only forms new edges. The original Watts and Strogatz (1998) will not work for real data because

the graph always has a constant number of edges. If the real-world data differs in edge number, no

probability is put on the true graph/network data. While I am using simulated data, having the

true network be essentially a knife-edge solution, leads to estimation difficulties. Not to mention

this structural model will not work with real-world data.

Moving on to estimation strategy, in cases where the parameters are integer-valued, i.e. in this

case, k, I sample from the posterior continuous distribution of interest, but floor the numerical

value to return an integer. Additionally, as the number of nodes is known in the dataset, the model

generates a network with the same number of nodes as the data.

In my analysis, the calibrated value the algorithm should attempt to match is k fixed at 12, and

p set to 0.33. The results in Figure III indicate that the proposed algorithm successfully recovers a

posterior distribution whose mode is close to the true parameter values of k and p, demonstrating

the algorithm’s efficacy in recovering the underlying structural parameters for this specific type of

graph. The posterior graph looks discrete because a histogram with many small buckets was used

to illustrate the posterior.
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Figure III: SNPE Parameter Results of Estimating the Newman-Watts-Strogatz
Small World Network

III.B. Power-Law Cluster Graph

One nice property of the Newman and Watts (1999) graph is that you have clustering behavior

with some nodes being hubs and others periphery nodes. However, in the real world, many networks

have vertices degree which are distributed via a power law. I would point to graphs/networks that

may have both clustering and power law behavior in economics like production networks across

small, medium, and large companies, urban road infrastructure, and the number of friendships

people have. The Albert and Barabási (2000) graph exhibits power-law degree distribution and

the Holme and Kim (2002) power-law cluster graph I use in this section extends the Albert and

Barabási (2000) network/graph creation algorithm that also gives the power-law network/graph

a clustering dynamic. While the Albert and Barabási (2000) paper is extremely well known, a
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one-parameter estimation is not that interesting. Thus, this network/graph extension, while still

well-known, adds a second parameter.

The Albert and Barabási (2000) has a single parameter, m, or the number of edges for each

vertex. Overm rounds, one takes one edge starting from a given vertex, v, and that edge terminates

to any other given vertex, w, with probability equal to the degree of w, divided by the total degree of

all vertices in the graph/network: Pw =
kw∑
l∈G Pl

. In each round, one goes through each vertex and

then terminates after m rounds. The Holme and Kim (2002) extension is that, with probability p,

for each edge created at a vertex v and terminating at vertex w in a given round, randomly connect

v with a neighbor of w thereby closing a triangle. This adds clustering/hub and spoke behavior to

the power-law distribution of the Albert and Barabási (2000) graph.

In this section, I illustrate the ability of SNPE to recover parameters of the Power-Law cluster

graph (Holme and Kim, 2002) on simulated data. For our analysis, the random edge parameter is

set to 3, and the triangle probability is set to 0.35. These parameter values result in fewer triangles

being created, as the parameter values are on the low side. By inspection of Figure IV, the results

indicate good identification of the edge parameter, with the mode at 3, but the triangle parameter

is less well identified. This is consistent with the literature on Exponential Random Graph Models

(ERGM), where it is widely known that triangles are difficult to identify (Handcock et al., 2020).
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Figure IV: SNPE Parameter Results of Estimating the Power-Law Cluster Graph

III.C. Relaxed Caveman Graph

In this section, I estimate the Relaxed Caveman Graph proposed by Fortunato (2010). First,

one defines n cliques of size m. A clique is a set of nodes that is fully connected. Then each edge of

the network/graph is rewired to a random node with probability p. For the analysis, I use 10 cliques

of size 10 with a rewiring probability of 60 percent. The high rewiring probability is intended to

make the graph look less distinctive and resemble graphs seen in nature. Again this graph aims at

exploring clustering behavior among nodes, which is a significant literature that matches data from

economic, political, and sociological fields.

In contrast to the GCNN used in previous sections, I use the FEATHER graph embedding

proposed by Rozemberczki and Sarkar (2020) to convert a graph into numerical statistics. This is

discussed in Appendix A.
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Figure V: SNPE Parameter Results of Estimating the Relaxed Caveman Graph

The posterior distribution for the Relaxed Caveman network/graph shows good convergence of

the algorithm, with the true parameters being very close to the mode of the posterior distribution.

The posterior mode is 11 cliques of size 10 with a rewiring probability of 61%. This aligns with the

true values of 10 cliques of size 10 with 60% rewiring. Here the number of nodes is not specified at

the beginning. The 95% Bayesian credible intervals are between 9 and 12 cliques, 9 and 11 members

per clique, and .59-.69 rewiring probability. The model seems too confident around the rewiring

probability, but otherwise, the algorithm seems to be effective. Overall, the results suggest that the

proposed algorithm can successfully estimate the parameters of the Relaxed Caveman graph, with

some minor deviations in the estimated posterior distribution.
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IV. Empirical Application: Homophily Connection

Networks

This section outlines an empirical application of an algorithm to real data based on the citation

graph homophily paper by Bramoullé et al. (2012). The algorithm extends the results of the original

paper by structurally estimating the model, which was not done in the original study.

Instead of performing a full-scale estimation, Bramoullé et al. (2012) uses citations and citations

of cited papers to come up with statistics that approximate the true underlying parameter value

for ω ad ψ. The paper assumes that n nodes are born one after another. Each node that is born

sends m > 1 connections to previously born nodes. A fraction of these links, mr, are connections

at random, and the remaining fraction of these links, ms = m−mr, are search links – connections

formed by citing a paper cited by a paper you cited.

However, this approach is less realistic for a graph/network of friends in the Karate Club data

set Zachary (1977) at a (two year) snapshot in time, which is the empiral data I use. The idea that

the first couple node have a huge advantage in making friends doesn’t match reality. Additionally,

the original Bramoullé et al. (2012) model, seems to assign almost no support to a wide variety

of relatively reasonable graphs, in favor of a scaling power law where the first couple of initialized

nodes get the lion share of connections. Considering the necessity of a network/graph estimation

model to put support on the entire space because the model is likely misspecified, I modify the

Bramoullé et al. (2012) model to be more applicable to this scenario and to put support essentially

on any network/graph with a certain number of nodes.

In the modified model, we are modeling the connection of Karate Club friendships data at a

single snapshot of time. Each node is a person, and edgers suggest some sort of interaction or

friendship. All nodes are initialized at the beginning and we go through every node once per round.

When at a given node, u, there is a probability, ω, that that node has a direct connection with

another randomly chosen node. Additionally, at each node in each round, there is a probability, ψ,

that the given node, u, with a randomly chosen neighbor, w, will connect with a randomly chosen

neighbor of w, but not neighbor of node u. This is the closing of a triangle. No edges are formed,
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if no triangles can be closed, regardless of the value of ψ. Since temporal relationships have been

destroyed, this is an undirected network with the edge representing a mutual interaction. There

are 15 rounds in total which, given both random and search connection types, allows more than

enough edges to form a complete graph using the 34 node Karate Club dataset5

Unlike this paper, the original Bramoullé et al. (2012) paper did not provide an estimation

procedure for their approach. They only used statistics from a network of physics papers/citations

to approximate the random connection and search connection rate. Any connection that closed a

triangle, was considered a ψ-search/homophily connection. Any other connection was considered a

ω-random connection. To the best of my knowledge, there were no tools for the estimation of their

model and so they did not attempt it. This approach could overcount search/homophily citations,

as some connections that close a triangle could be randomly created. On the other hand, if the

model is misspecified, it could also undercount search connections. For example, one node, u, cites

(or befriends) another node, x, because they found a third node, v, that cited (or befriends) the

second node, x. However, u does not report being connected to x, even though that’s how u learned

about v. This is like the closing of a triangle, but the referring person, v, has a missing connection

with the original node u.

IV.A. Karate Club Friendships Graph

This paper estimates a modified Bramoullé et al. (2012) model applied to the empirical Zachary

Karate Club dataset. The first parameter in the diagonal of Figure VI is the random connection

rate ω. The second is the homophily connection probability ψ

5.All nodes in a complete graph will have a degree of 33. There are 15 total rounds with 2 edges formed each
round (2 ∗ 15 = 30). Additionally, each edge increases the degree of two nodes by 1

20



Figure VI: SNPE Parameter Results of Estimating Bramoullé et al. (2012) Model
on Real-World Karate Club Data

I estimate the model on the Karate Club dataset and obtain the posterior distribution shown in

the above Figure VI. This figure displays the Bramoullé et al. (2012) model estimated on the Karate

Club data. The Poserior mode is .08 for the ω parameter and .23 for the ψ parameter. Since this

is a test on empirical data, there are no ground truth parameter values I can cross reference this

with. However, one can take comfort that the posterior distribution is unimodal and has a mode

concentrated around realistic values. As a test to make sure the model can identify parameters in a

simulated setting, I then take the derived empircal parameters’ mode, calibrate the same Bramoullé

et al. (2012) model, and estimate on the simulated data generated by the calibrated model. The

results of this estimation are shown in the figure below:
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Figure VII: SNPE Parameter Results of Estimating Bramoullé et al. (2012) Model
on Simulated Data

Testing the model on simulated data, it is evident from Figure VI that the model does a

good job of identifying the ω-random connection parameters. However, inspection suggests the

model performs poorly in identifying the ψ-homophily search parameter. However the mode of the

posterior is .045 and .185, which is close to the calibrated values of .08 and .23. Unsurprisingly,

the model is not confident in the mode as the 95% credible interval is between 4% and 68% for

the random connection rate and 8% to 99% for the homophily search parameter. These findings

suggest that the Bramoullé et al. (2012) model provides a reasonable but not amazing explanation

of the observed friendship connections in the Karate Club dataset, as well as providing insights into

the formation of social networks more generally.
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V. Conclusion

In conclusion, this paper introduces a novel method to estimate structural network models on a

single network. The approach is general-purpose and can estimate many models, regardless of the

structure, as long as one can simulate graphs from the structural model and the structural model

puts nonzero support on the empirical data used for estimation. This method is also full infor-

mation or Bayesian depending on econometrician preference. Although this approach is relatively

unexplored, the results of this study demonstrate that it is a promising approach that can lead

to a better structural understanding of networks in the real world. However, this approach is not

without its limitations. One of the central issues is to clarify both theoretically and empirically

what sort of network models this approach can effectively estimate. Additionally, many structural

models have to be restructured so that the model puts positive support on the data used for es-

timation. I also have trouble estimating models like ERGMs, but not other models, like the ones

displayed. Nevertheless, there are many models that have not been estimated in the literature that

can be estimated in this way with some modifications to, for example, adjust for the support issue.

In light of these potential avenues for further research, this approach seems like a promising tool

for future analysis and has the potential to advance the study of network models.
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Appendix

A. FEATHER Network Embedding

An alternative to GCNNs is to use an out-of-the-box graph embedding technique without learn-

ing parameters. The FEATHER algorithm (Rozemberczki and Sarkar, 2020) is an alternative that

doesn’t require parameter tuning. As the SNPE often requires 50 thousand, 100 thousand, or

500 thousand samples, storing graphs which are, unless sparse, quadratic in memory as a function

of nodes. This means that storing 500 thousand large graphs is probably intractable on a single

computer memory-wise. To address this, one can use fixed embeddings like FEATHER. Because

the parameters of FEATHER never change, one can throw away the graph and only store the

embedding, which is constant/or linear in memory with respect to the number of nodes.

FEATHER learns node embeddings from the characteristic function of the probability density

function (pdf) implied by a random walk from a node. This is achieved by learning the function that

maps the node-level features to the complex plane. The algorithm then evaluates the probability

associated with each node of the random walk on the network for a certain number of iterations

and then converts the probabilities to their characteristic function. The network-level embedding

is obtained by averaging the node embeddings.

For each node, the FEATHER algorithm attempts to learn the characteristic function for the

probability distribution of a random walk starting from the source node. Given a network Y with

nodes and edges, V and E, the FEATHER algorithm learns the function:

E[eiθx|Y, u] =
∑
w∈V

P (w|u)(cos(Θxw) + i sin(Θxw))

Here P (w|u) is the probability that node w is reached from node u after r random walk steps. xw

are the node-level features. θ and r are hyperparameters and one should produce a number for a

variety of values. As my graphs has no node features, the features used are the default features of

eccentricity, transitivity, and degree. One can evaluate the random walk on a graph for r iterations

from 1 to n steps from the original node. Then one can also evaluate the characteristic function at
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designated points of Θ. To get a graph-level embedding from these node embeddings, the algorithm

averages across node embeddings.

While FEATHER is the embedding technique used in this paper, many other approaches can

be used. Other graph embedding techniques include graph2vec (Narayanan et al., 2017), wavelets-

based embeddings (Wang et al., 2021), and many others from libraries such as the Karate Club

graph library (Rozemberczki, Kiss and Sarkar, 2020). This library has no relation to the Zachary

Karate Club dataset (Zachary, 1977), other than as an acknowledgement of the impact the Zachary

data set has on the field.
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